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s = 10.58 GeV = m⌥(4S)c
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“B-tagging”

We also have data taken off-resonance 
as well as energy scan around Υ(5S)

2
unique to  B-factorye+e−
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Belle (1999-2010) 
Luminosity

•  

•

∫ ℒtotal = 1 ab−1

∫ ℒΥ(4S) = 711 fb−1



Dark sector @ Belle II
Production mechanisms

•Directly in  collisions 

• In meson decays (B)  

Final state features
•depend on many model parameters 

• visible prompt decays to SM particles 

• invisible decays shown as missing   
- decays to DM particles or very weak 

couplings

•displaced vertices 
- long lifetime, weaker couplings

e+e−

(E, ⃗p)

4

Dark sectors at 𝐵-factories
Many production mechanisms available
➢Direct production in 𝑒+𝑒− collisions
➢ Production in meson decay

Different event topologies
➢ Visible decays to SM final states, e.g. 𝐵 → 𝐾𝑎, 𝑎 → 𝛾𝛾
➢ Invisible decays (missing mass), e.g. 𝑒+𝑒− → 𝜇+𝜇−𝑍′, 𝑍′ → 𝜒𝜒

➢Decay to DM or particle decays outside detector 
➢Displaced vertices

➢Weaker couplings lead to long lifetime and therefore 
long decay length

Light mediator
Light DM

Heavy DM
Light mediator

Displaced or invisible

Heavy mediators
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OutlineA quick intro. to Belle II

Recent results of dark sector particle search
✓ Dark higgs with inelastic DM  
✓ Axion-like particle (ALP) search 

•  

•  (Belle) 

✓ B, D meson decays to a pair of neutrinos 
•  (exclusive)

•  (inclusive)

•  (Belle) 

Closing remarks 

e+e− → γa
B → K(*)a

B+ → K+νν̄
B → Xsνν̄
D0 → νν̄

arXiv:2505.09705 
PRL (accepted)

arXiv:2507.01249 
submitted to JHEP

PRL 125, 161806 (2020)

PRD 109, 112006 (2024)

paper in preparation

PRD 95, 011102(R) (2017)  
Belle II analysis on-going 



Invisible  in (missing)                                      PRL 124, 141801 (2020) 

Invisible  in (missing)                                      PRL 130, 231801 (2023) 

 and invisible  in (missing)                            PRL 130, 071804 (2023) 

 resonance in                                       PRL 131, 121802 (2023) 

Long-lived spin-0 mediator in                                         PRD 108, L111104 (2023)

Z′￼ e+e− → μ+μ−+
Z′￼ e+e− → μ+μ−+

A′￼ h′￼ e+e− → μ+μ−+

τ+τ− e+e− → μ+μ−τ+τ−

b → sX

6

Other dark sector results from Belle II

Honorable mentions
Invisible boson  in                                                   PRL 130, 181803 (2023)  α τ+ → ℓ+α
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Dark Higgs in association with 
Inelastic DM

3

m(x+x→) distribution. We present our results as model-
independent limits on the product of the production cross
section ωprod = ω (e+e→ → h↑ε1ε2) and the branching
fractions B (h↑ → x+x→) ↑ B (ε2 → ε1e+e→). In addi-
tion to the model-independent search, we interpret our
results as a model-dependent limit on the mixing angle
ϑ as a function of the h↑ mass, and as a limits on y as a
function of the ε1 mass.

FIG. 1. Feynman diagram depicting the search channel for
A

→ production in association with a h
→ with subsequent decays

into both visible and dark sector states. Here x
+
x
↑ indicates

µ
+
µ
↑, ω

+
ω
↑, or K

+
K

↑. Mixing between dark sector and
visible states is indicated by black dots.

We use a 365 fb→1 data sample [19] collected at a
center-of-mass (c.m.) energy of

↓
s = 10.58GeV by the

Belle II experiment [20] at the SuperKEKB e+e→ col-
lider [21]. The beam energies are 7GeV for e→ and 4GeV
for e+, resulting in a boost ϖϱ = 0.28 of the c.m. frame
relative to the laboratory frame.

The Belle II detector consists of a variety of sub-
detectors surrounding the interaction point (IP) in a
cylindrical manner. The trajectories of charged parti-
cles (tracks) are reconstructed by a combination of a
two-layer silicon-pixel detector, a four-layer silicon-strip
detector, and a central drift chamber (CDC). The track-
ing detectors are surrounded by time-of-propagation and
aerogel ring-imaging Cherenkov detectors used for par-
ticle identification (PID). The PID detectors cover an
angular region of 14↓ < ϑpolar < 124↓. Photons are
reconstructed by an electromagnetic calorimeter (ECL)
that also serves in the identification of electrons covering
12↓ < ϑpolar < 155↓. The ECL is surrounded by a 1.5T
superconducting solenoid. The outermost sub-detector
is a K0

L and muon detector (KLM) which is installed
in the iron flux return of the solenoid. The longitudi-
nal direction, the transverse plane, and the polar angle
ϑpolar are defined with respect to the detector’s solenoidal
axis in the direction of the electron beam. In the follow-
ing, quantities are defined in the laboratory frame unless
specified otherwise.

We use simulated events to optimize the event se-
lection, and to determine e!ciencies and signal resolu-
tions. Signal events are generated using a combination

of MadGraph5@NLO [22] and EVTGEN [23] taking into
account e”ects of initial state radiation (ISR) [24]. Fur-
thermore, we consider e”ects from electromagnetic fi-
nal state radiation in the decay of the h↑ using PHO-
TOS [25, 26]. To correct for e!ciency di”erences caused
by di”erent beam background conditions, we gener-
ate signal simulations for a variety of di”erent data-
taking conditions using beam-induced backgrounds sam-
pled from data overlaid with simulated signal events and
find an approximately linear correlation between back-
ground level and signal e!ciency. We use the e!ciency
obtained from a linear fit at the luminosity-weighted av-
erage beam background level of our dataset. Motivated
by Ref. [7] and a previous search for a similar model [11],
we consider values of m(A↑) = 3m(ε1) and 4m(ε1),
#m = 0.2m(ε1), 0.4m(ε1) and 1.0m(ε1), and ςD =
0.1 and 0.5. For all possible combinations of these val-
ues, we generate events for h↑ masses between 0.2 GeV/c2

and 3.0 GeV/c2 in about 45 steps of varying size and var-
ious lifetimes 0.1 < cφ(h↑) < 10000 cm in steps that
are approximately equidistant on a logarithmic scale;
we generate events for m(ε1) between 0.2 GeV/c2 and
3.0 GeV/c2 in 30 steps of 0.1 GeV/c2, and various life-
times 0.01 < cφ(ε2) < 1000 cm in variable steps. Since
m(A↑) > m(ε1)+m(ε2), the A↑ in the ε2 decay is always
o”-shell, while the A↑ produced in association with the
h↑ can be either on-shell or o”-shell with A↑ masses up
to 12 GeV/c2. The lifetime of the A↑ is negligible for all
values of ↼ probed in this analysis.

We simulate the following background processes:
e+e→ → $(4S) → BB with EvtGen; e+e→ → qq̄(ϱ)
where q = u, d, s, c with KKMC [27] interfaced with
PYTHIA8 [28] and EvtGen; e+e→ → µ+µ→(ϱ) and
e+e→ → φ+φ→(ϱ) with KKMC; e+e→ → e+e→e+e→,
e+e→ → e+e→µ+µ→, e+e→ → µ+µ→µ+µ→, e+e→ →
e+e→φ+φ→, and e+e→ → µ+µ→φ+φ→ with AAFH [29];
e+e→ → φ+φ→φ+φ→ with KoralW [30]; e+e→ →
e+e→↽+↽→, e+e→ → e+e→K+K→, and e+e→ → e+e→pp̄
with TREPS [31]; e+e→ → e+e→(ϱ) and e+e→ → ϱϱ(ϱ)
with Babayaga.NLO [32]; e+e→ → K0

SK
0
Lϱ, e+e→ →

↽+↽→ϱ, e+e→ → K+K→ϱ, and e+e→ → ↽+↽→↽0ϱ with
PHOKHARA [33]. Decays of φ leptons are simulated
with TAUOLA [34] for KKMC, and using PYTHIA8 for
all other event generators. The detector geometry and in-
teractions of final-state particles with detector material
are simulated using GEANT4 [35]. Both experimental
and simulated events are reconstructed and analyzed us-
ing the Belle II software [36, 37]. We examine the exper-
imental data only after finalizing the analysis selection.
All selection criteria are chosen by iteratively optimizing
the figure-of-merit for a discovery with a significance of
five standard deviations [38]. To avoid additional com-
plexity of the analysis we chose a single set of selections
for all model parameter combinations.

We use events selected by a calorimeter-only trigger,
which requires the sum of energy depositions in the polar

m
as

s

A′￼

χ2
χ1
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Inelastic dark matter with a dark Higgs
Overview

Non minimal dark sector with a dark photon A’, a dark higgs h’
and two dark matter states with a small mass splitting [1]:
• 𝜒𝜒1 is stable (relic DM candidate) 
• 𝜒𝜒2 is long-lived

Can explain the lack of a signal in direct detection. 

Here looking for A’ and h’ simultaneous production:

• h’ mixes with SM Higgs with strength 𝜃𝜃
• A’ mixes with SM photon with strength 𝜖𝜖
• focus on 𝑚𝑚𝐴𝐴′ > 𝑚𝑚𝜒𝜒1 +𝑚𝑚𝜒𝜒2 

• the decay 𝐴𝐴′ → 𝜒𝜒1 𝜒𝜒2 is favored

Dataset: 365 fb-1 from Belle II

[1] PRD 64, 043502 (2001) 

e+e− → h′(→ x+x−)A’(→χ1χ2(→ χ1e+e-), x = μ, π, K 

4 dark sector particles: 𝐴𝐴′, ℎ′,𝜒𝜒1 𝜒𝜒2
7 parameters: 𝑚𝑚𝐴𝐴′ ,𝑚𝑚ℎ′ ,𝑚𝑚𝜒𝜒1 ,𝑚𝑚𝜒𝜒2 ,𝜃𝜃, 𝜖𝜖,𝛼𝛼𝐷𝐷

La Thuile 2025 – Tau and dark sector physics at Belle and Belle II (M. Campajola) 

new result

Δm

e+e− → h′￼(→ x+x−) A′￼(χ1χ2(→ χ1e+e−))

Δm = m(χ2) − m(χ1) ( > 0)



Experimental Signature 

• challenging for tracking (displaced), trigger  

• Four tracks in the final state 

• (up to) two displaced vertices 
✓  “pointing” 

✓  “non-pointing” 

• missing energy due to stable  

• very small SM background

h′￼→ x+x− (x = μ, π, K)
χ2 → χ1A′￼(→ e+e−)

χ1

adapted from Duerr, Ferber et al, JHEP04 (2021) 146 8

Dark sector with dark higgs , dark photon   

• DM particles  with  

•  — stable & relic DM candidate  

• consider small  for long-lived   

• Focus on  for  

h′￼ A′￼

χ2, χ1 Δm = m(χ2) − m(χ1) ( > 0)
χ1

Δm χ2
m(A′￼) > m(χ2) + m(χ1) A′￼→ χ1χ2

Inelastic DM,  Introduction
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m(x+x→) distribution. We present our results as model-
independent limits on the product of the production cross
section ωprod = ω (e+e→ → h↑ε1ε2) and the branching
fractions B (h↑ → x+x→) ↑ B (ε2 → ε1e+e→). In addi-
tion to the model-independent search, we interpret our
results as a model-dependent limit on the mixing angle
ϑ as a function of the h↑ mass, and as a limits on y as a
function of the ε1 mass.

FIG. 1. Feynman diagram depicting the search channel for
A

→ production in association with a h
→ with subsequent decays

into both visible and dark sector states. Here x
+
x
↑ indicates

µ
+
µ
↑, ω

+
ω
↑, or K

+
K

↑. Mixing between dark sector and
visible states is indicated by black dots.

We use a 365 fb→1 data sample [19] collected at a
center-of-mass (c.m.) energy of

↓
s = 10.58GeV by the

Belle II experiment [20] at the SuperKEKB e+e→ col-
lider [21]. The beam energies are 7GeV for e→ and 4GeV
for e+, resulting in a boost ϖϱ = 0.28 of the c.m. frame
relative to the laboratory frame.

The Belle II detector consists of a variety of sub-
detectors surrounding the interaction point (IP) in a
cylindrical manner. The trajectories of charged parti-
cles (tracks) are reconstructed by a combination of a
two-layer silicon-pixel detector, a four-layer silicon-strip
detector, and a central drift chamber (CDC). The track-
ing detectors are surrounded by time-of-propagation and
aerogel ring-imaging Cherenkov detectors used for par-
ticle identification (PID). The PID detectors cover an
angular region of 14↓ < ϑpolar < 124↓. Photons are
reconstructed by an electromagnetic calorimeter (ECL)
that also serves in the identification of electrons covering
12↓ < ϑpolar < 155↓. The ECL is surrounded by a 1.5T
superconducting solenoid. The outermost sub-detector
is a K0

L and muon detector (KLM) which is installed
in the iron flux return of the solenoid. The longitudi-
nal direction, the transverse plane, and the polar angle
ϑpolar are defined with respect to the detector’s solenoidal
axis in the direction of the electron beam. In the follow-
ing, quantities are defined in the laboratory frame unless
specified otherwise.

We use simulated events to optimize the event se-
lection, and to determine e!ciencies and signal resolu-
tions. Signal events are generated using a combination

of MadGraph5@NLO [22] and EVTGEN [23] taking into
account e”ects of initial state radiation (ISR) [24]. Fur-
thermore, we consider e”ects from electromagnetic fi-
nal state radiation in the decay of the h↑ using PHO-
TOS [25, 26]. To correct for e!ciency di”erences caused
by di”erent beam background conditions, we gener-
ate signal simulations for a variety of di”erent data-
taking conditions using beam-induced backgrounds sam-
pled from data overlaid with simulated signal events and
find an approximately linear correlation between back-
ground level and signal e!ciency. We use the e!ciency
obtained from a linear fit at the luminosity-weighted av-
erage beam background level of our dataset. Motivated
by Ref. [7] and a previous search for a similar model [11],
we consider values of m(A↑) = 3m(ε1) and 4m(ε1),
#m = 0.2m(ε1), 0.4m(ε1) and 1.0m(ε1), and ςD =
0.1 and 0.5. For all possible combinations of these val-
ues, we generate events for h↑ masses between 0.2 GeV/c2

and 3.0 GeV/c2 in about 45 steps of varying size and var-
ious lifetimes 0.1 < cφ(h↑) < 10000 cm in steps that
are approximately equidistant on a logarithmic scale;
we generate events for m(ε1) between 0.2 GeV/c2 and
3.0 GeV/c2 in 30 steps of 0.1 GeV/c2, and various life-
times 0.01 < cφ(ε2) < 1000 cm in variable steps. Since
m(A↑) > m(ε1)+m(ε2), the A↑ in the ε2 decay is always
o”-shell, while the A↑ produced in association with the
h↑ can be either on-shell or o”-shell with A↑ masses up
to 12 GeV/c2. The lifetime of the A↑ is negligible for all
values of ↼ probed in this analysis.

We simulate the following background processes:
e+e→ → $(4S) → BB with EvtGen; e+e→ → qq̄(ϱ)
where q = u, d, s, c with KKMC [27] interfaced with
PYTHIA8 [28] and EvtGen; e+e→ → µ+µ→(ϱ) and
e+e→ → φ+φ→(ϱ) with KKMC; e+e→ → e+e→e+e→,
e+e→ → e+e→µ+µ→, e+e→ → µ+µ→µ+µ→, e+e→ →
e+e→φ+φ→, and e+e→ → µ+µ→φ+φ→ with AAFH [29];
e+e→ → φ+φ→φ+φ→ with KoralW [30]; e+e→ →
e+e→↽+↽→, e+e→ → e+e→K+K→, and e+e→ → e+e→pp̄
with TREPS [31]; e+e→ → e+e→(ϱ) and e+e→ → ϱϱ(ϱ)
with Babayaga.NLO [32]; e+e→ → K0

SK
0
Lϱ, e+e→ →

↽+↽→ϱ, e+e→ → K+K→ϱ, and e+e→ → ↽+↽→↽0ϱ with
PHOKHARA [33]. Decays of φ leptons are simulated
with TAUOLA [34] for KKMC, and using PYTHIA8 for
all other event generators. The detector geometry and in-
teractions of final-state particles with detector material
are simulated using GEANT4 [35]. Both experimental
and simulated events are reconstructed and analyzed us-
ing the Belle II software [36, 37]. We examine the exper-
imental data only after finalizing the analysis selection.
All selection criteria are chosen by iteratively optimizing
the figure-of-merit for a discovery with a significance of
five standard deviations [38]. To avoid additional com-
plexity of the analysis we chose a single set of selections
for all model parameter combinations.

We use events selected by a calorimeter-only trigger,
which requires the sum of energy depositions in the polar
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3%, while uncertainties for µ, ω, and K are below 1%.
We account for a lifetime-dependent e!ect on PID by
introducing an additional systematic uncertainty, evalu-
ated using K0

S and ” decays. For very displaced vertices,
these uncertainties can reach up to 10%. The uncertainty
on the luminosity is 0.47% [19]. The limited number of
simulated events for each signal configuration introduces
systematic uncertainties at the level of 1–2% for most pa-
rameter configurations but can reach up to 10% for very
long lifetimes. We verify that our interpolation proce-
dure between simulated mass points does not introduce
a significant additional uncertainty. We estimate the un-
certainty introduced by splitting the mass region in the
ω+ω→ final state by varying the split point to 0.9 GeV/c2

and 1.2 GeV/c2, respectively, and take the maximum de-
viation from the nominal background level as the uncer-
tainty ε.

We find no events in the µ+µ→ final state, 8 events in
the ω+ω→ final state, and one event in the K+K→ final
state. The M(ω+ω→) distribution in the h↑ → ω+ω→ fi-
nal state is shown in Fig. 2. The statistical model used
to compute the signal significances and p-values is dis-
cussed in Appendix A. The largest local significance for
the model-independent search is 2.9ϑ, including system-
atic uncertainties, found near m(h↑) = 0.531 GeV/c2 for
the ω+ω→ final state for a lifetime of cϖ = 1.0 cm. Taking
into account the look-elsewhere e!ect [43], this excess has
a global significance of 1.1ϑ.

FIG. 2. Distribution of M(ω+
ω
→) together with the stacked

contributions from the various simulated SM background
samples for h

↑ → ω
+
ω
→ candidates. Simulation is normal-

ized to a luminosity of 365 fb→1 .

With the method described in Appendix B, we com-
pute 95% Bayesian credibility level upper limits on ϑsig =
ϑprod ↑ B (ϱ2 → ϱ1e+e→) ↑ B (h↑ → x+x→) using the
Bayesian Analysis Toolkit software package [44, 45]. The
observed upper limits, including systematic uncertain-
ties, are shown in the supplemental material [46]. Us-
ing a Je!reys prior [47] would decrease the upper limits

on ϑsig by up to 30% with respect to the uniform prior.
The systematic uncertainties weaken the limits, with the
largest increase of 2.5% occurring for heavy h↑ with small
lifetimes.
For the model-dependent interpretations, we multiply

the p-values in all relevant and kinematically accessible
analysis channels, again separately for various lifetimes.
For the calculation of the model-dependent upper lim-

its on ϑprod ↑B (ϱ2 → ϱ1e+e→) we multiply the individ-
ual likelihoods weighted by the theoretical h↑ branching
fractions from Ref. [48]. For each h↑ mass value, we deter-
mine the value of sin ς such that the resulting predicted
value of ϑprod ↑ B (ϱ2 → ϱ1e+e→), equals the 95% ex-
cluded ϑprod ↑ B (ϱ2 → ϱ1e+e→). To calculate the pre-
diction, we fix ϑprod and the ϱ2 branching fractions to the
theoretical values from Ref. [7] taking into account ISR.
Fig. 3 shows the observed upper limit on sin ς for one
specific choice of model parameters. Similarly, for each
m(ϱ1), we determine the value of y such that the result-
ing predicted value of ϑprod ↑ B (ϱ2 → ϱ1e+e→), equals
the 95% excluded ϑprod↑B (ϱ2 → ϱ1e+e→). Fig. 4 shows
the observed upper limit on y for a specific choice of
model parameters. In general, ϑprod increases with φ2,
the lifetime of the h↑ increases with 1/(sin ς)2, and the
lifetime of the ϱ2 increases with 1/φ2. Additional plots
and detailed numerical results for many more parameter
combinations can be found in the supplemental mate-
rial [46].

FIG. 3. Exclusion regions at 95% credibility level in the
plane of the sine of the mixing angle ε and dark Higgs mass
m(h↑) from this work (teal) together with existing constraints
at 90% confidence level from PS191 [49], E949 [50], NA62 [51,
52], KOTO [10, 53], KTeV [54], and BABAR [48, 55], and at
95% confidence level from MicroBooNE [10, 56, 57], L3 [10,
58], CHARM [48, 59], LHCb [48, 60, 61], Belle II [62], and
CMS [63] for ϑD = 0.1, m(A↑) = 3m(ϖ1), !m = 0.4m(ϖ1),
ϱ = 1.5 ↑ 10→3, and m(ϖ1) = 2.5 GeV/c2. Constraints col-
ored in gray with dashed outline are reinterpretations not
performed by the experimental collaborations. All constraints
except for the one from this work do not require the presence
of a dark photon or iDM.

No significant excess in any mode (or combined)

• 8 event in  (consistent with background)  
✓ largest local significance of  (  global) at 

π+π−

2.9σ 1.1σ m(h′￼) = 0.531 GeV
9

Inelastic DM,  Results
Signal extraction procedure

• cut-and-count for signal 
extraction  
✓ count events in narrow 

window of   

• Background estimation using 
data sideband in , 
not to rely on MC 
✓ full mass range for  

and  
✓ for , split the mass 

region at 1 GeV

M(x+x−)

M(x+x−)

μ+μ−

K+K−

π+π−

arXiv:2505.09705
PRL (accepted)
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Inelastic DM,  Results
No significant excess in any mode (or combined)

• 8 event in  (consistent with background)  

• 1 event in , 0 event in 
π+π−

K+K− μ+μ− 11

TABLE I. Reconstructed h
→ mass and vertex positions of the

h
→ and the ω2 for all events passing the final event selection. z

and ε =
√

x2 + y2 are the longitudinal and transverse vertex
positions.

M(x+
x
↑) ε(h→) z(h→) ε(ω2) z(ω2) Final State

(in GeV/c2) (in cm) (in cm) (in cm) (in cm)

0.306 22.208 17.772 0.015 0.058 h
→ → ϑ

+
ϑ
↑

0.332 35.565 1.304 0.013 0.006 h
→ → ϑ

+
ϑ
↑

0.461 16.944 -9.659 0.006 -0.044 h
→ → ϑ

+
ϑ
↑

0.532 78.67 57.687 0.009 0.096 h
→ → ϑ

+
ϑ
↑

0.534 90.034 -0.179 30.308 41.711 h
→ → ϑ

+
ϑ
↑

0.558 41.612 -19.201 0.002 0.058 h
→ → ϑ

+
ϑ
↑

0.737 13.776 10.743 0.025 -0.04 h
→ → ϑ

+
ϑ
↑

0.861 0.08 0.16 0.795 0.341 h
→ → ϑ

+
ϑ
↑

1.455 13.334 21.314 0.011 -0.03 h
→ → K

+
K

↑

This material is submitted as supplementary informa-
tion for the Electronic Physics Auxiliary Publication Ser-
vice.

Appendix C: Double-Sided Crystal Ball Function

The double-sided Crystal Ball function used for the
determination of the signal width ω is defined as

f
(
x; ε!

)
= N ·






Al

(
Bl → x→µ

ω

)→nl for x→µ
ω < →ϑl

exp
(
→ (x→µ)2

2ω2

)
for → ϑl ↑ x→µ

ω ↑ ϑr

Ar

(
Br → x→µ

ω

)→nr
for x→µ

ω > ϑr

,

(C1)

with

ε! = (µ,ω,ϑl,ϑr, nl, nr) , (C2)

Al/r =

(
nl/r

|ϑl/r|

)nl/r

exp

(
→
|ϑl/r|2

2

)
, (C3)

Bl/r =
nl/r

|ϑl/r|
→ |ϑl/r|. (C4)

Appendix D: Observed Events

We found 8 events in the ϖ+ϖ→ final state, and 1 event
in the K+K→ final state passing all selection require-
ments. The reconstructed h↑ mass and vertex positions
of the h↑ and the ϱ2 for these events are summarized in
Tab. I.

Reconstructed h↑ mass distributions for h↑ ↓ µ+µ→,
h↑ ↓ ϖ+ϖ→, and h↑ ↓ K+K→ are shown in Fig. S1.
The same distributions but with a limited mass range
around the K0

S veto region without the K0
S veto applied

are shown in Fig. S2. Due to mis-reconstruction, con-
tributions from K0

S are also visible in the non-pion final
states.

FIG. S1. Distribution of M(x+
x
↑) together with the stacked

contributions from the various simulated SM background
samples for h

→ → µ
+
µ
↑ (top), h

→ → ϑ
+
ϑ
↑ (center), and

h
→ → K

+
K

↑ (bottom) candidates. Simulation is normalized
to a luminosity of 365 fb↑1 .
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TABLE I. Reconstructed h
→ mass and vertex positions of the

h
→ and the ω2 for all events passing the final event selection. z

and ε =
√

x2 + y2 are the longitudinal and transverse vertex
positions.

M(x+
x
↑) ε(h→) z(h→) ε(ω2) z(ω2) Final State

(in GeV/c2) (in cm) (in cm) (in cm) (in cm)

0.306 22.208 17.772 0.015 0.058 h
→ → ϑ

+
ϑ
↑

0.332 35.565 1.304 0.013 0.006 h
→ → ϑ

+
ϑ
↑

0.461 16.944 -9.659 0.006 -0.044 h
→ → ϑ

+
ϑ
↑

0.532 78.67 57.687 0.009 0.096 h
→ → ϑ

+
ϑ
↑

0.534 90.034 -0.179 30.308 41.711 h
→ → ϑ

+
ϑ
↑

0.558 41.612 -19.201 0.002 0.058 h
→ → ϑ

+
ϑ
↑

0.737 13.776 10.743 0.025 -0.04 h
→ → ϑ

+
ϑ
↑

0.861 0.08 0.16 0.795 0.341 h
→ → ϑ

+
ϑ
↑

1.455 13.334 21.314 0.011 -0.03 h
→ → K

+
K

↑

This material is submitted as supplementary informa-
tion for the Electronic Physics Auxiliary Publication Ser-
vice.

Appendix C: Double-Sided Crystal Ball Function

The double-sided Crystal Ball function used for the
determination of the signal width ω is defined as

f
(
x; ε!

)
= N ·






Al

(
Bl → x→µ

ω

)→nl for x→µ
ω < →ϑl

exp
(
→ (x→µ)2

2ω2

)
for → ϑl ↑ x→µ

ω ↑ ϑr

Ar

(
Br → x→µ

ω

)→nr
for x→µ

ω > ϑr

,

(C1)

with

ε! = (µ,ω,ϑl,ϑr, nl, nr) , (C2)

Al/r =

(
nl/r

|ϑl/r|

)nl/r

exp

(
→
|ϑl/r|2

2

)
, (C3)

Bl/r =
nl/r

|ϑl/r|
→ |ϑl/r|. (C4)

Appendix D: Observed Events

We found 8 events in the ϖ+ϖ→ final state, and 1 event
in the K+K→ final state passing all selection require-
ments. The reconstructed h↑ mass and vertex positions
of the h↑ and the ϱ2 for these events are summarized in
Tab. I.

Reconstructed h↑ mass distributions for h↑ ↓ µ+µ→,
h↑ ↓ ϖ+ϖ→, and h↑ ↓ K+K→ are shown in Fig. S1.
The same distributions but with a limited mass range
around the K0

S veto region without the K0
S veto applied

are shown in Fig. S2. Due to mis-reconstruction, con-
tributions from K0

S are also visible in the non-pion final
states.

FIG. S1. Distribution of M(x+
x
↑) together with the stacked

contributions from the various simulated SM background
samples for h

→ → µ
+
µ
↑ (top), h

→ → ϑ
+
ϑ
↑ (center), and

h
→ → K

+
K

↑ (bottom) candidates. Simulation is normalized
to a luminosity of 365 fb↑1 .
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5

3%, while uncertainties for µ, ω, and K are below 1%.
We account for a lifetime-dependent e!ect on PID by
introducing an additional systematic uncertainty, evalu-
ated using K0

S and ” decays. For very displaced vertices,
these uncertainties can reach up to 10%. The uncertainty
on the luminosity is 0.47% [19]. The limited number of
simulated events for each signal configuration introduces
systematic uncertainties at the level of 1–2% for most pa-
rameter configurations but can reach up to 10% for very
long lifetimes. We verify that our interpolation proce-
dure between simulated mass points does not introduce
a significant additional uncertainty. We estimate the un-
certainty introduced by splitting the mass region in the
ω+ω→ final state by varying the split point to 0.9 GeV/c2

and 1.2 GeV/c2, respectively, and take the maximum de-
viation from the nominal background level as the uncer-
tainty ε.

We find no events in the µ+µ→ final state, 8 events in
the ω+ω→ final state, and one event in the K+K→ final
state. The M(ω+ω→) distribution in the h↑ → ω+ω→ fi-
nal state is shown in Fig. 2. The statistical model used
to compute the signal significances and p-values is dis-
cussed in Appendix A. The largest local significance for
the model-independent search is 2.9ϑ, including system-
atic uncertainties, found near m(h↑) = 0.531 GeV/c2 for
the ω+ω→ final state for a lifetime of cϖ = 1.0 cm. Taking
into account the look-elsewhere e!ect [43], this excess has
a global significance of 1.1ϑ.

FIG. 2. Distribution of M(ω+
ω
→) together with the stacked

contributions from the various simulated SM background
samples for h

↑ → ω
+
ω
→ candidates. Simulation is normal-

ized to a luminosity of 365 fb→1 .

With the method described in Appendix B, we com-
pute 95% Bayesian credibility level upper limits on ϑsig =
ϑprod ↑ B (ϱ2 → ϱ1e+e→) ↑ B (h↑ → x+x→) using the
Bayesian Analysis Toolkit software package [44, 45]. The
observed upper limits, including systematic uncertain-
ties, are shown in the supplemental material [46]. Us-
ing a Je!reys prior [47] would decrease the upper limits

on ϑsig by up to 30% with respect to the uniform prior.
The systematic uncertainties weaken the limits, with the
largest increase of 2.5% occurring for heavy h↑ with small
lifetimes.
For the model-dependent interpretations, we multiply

the p-values in all relevant and kinematically accessible
analysis channels, again separately for various lifetimes.
For the calculation of the model-dependent upper lim-

its on ϑprod ↑B (ϱ2 → ϱ1e+e→) we multiply the individ-
ual likelihoods weighted by the theoretical h↑ branching
fractions from Ref. [48]. For each h↑ mass value, we deter-
mine the value of sin ς such that the resulting predicted
value of ϑprod ↑ B (ϱ2 → ϱ1e+e→), equals the 95% ex-
cluded ϑprod ↑ B (ϱ2 → ϱ1e+e→). To calculate the pre-
diction, we fix ϑprod and the ϱ2 branching fractions to the
theoretical values from Ref. [7] taking into account ISR.
Fig. 3 shows the observed upper limit on sin ς for one
specific choice of model parameters. Similarly, for each
m(ϱ1), we determine the value of y such that the result-
ing predicted value of ϑprod ↑ B (ϱ2 → ϱ1e+e→), equals
the 95% excluded ϑprod↑B (ϱ2 → ϱ1e+e→). Fig. 4 shows
the observed upper limit on y for a specific choice of
model parameters. In general, ϑprod increases with φ2,
the lifetime of the h↑ increases with 1/(sin ς)2, and the
lifetime of the ϱ2 increases with 1/φ2. Additional plots
and detailed numerical results for many more parameter
combinations can be found in the supplemental mate-
rial [46].

FIG. 3. Exclusion regions at 95% credibility level in the
plane of the sine of the mixing angle ε and dark Higgs mass
m(h↑) from this work (teal) together with existing constraints
at 90% confidence level from PS191 [49], E949 [50], NA62 [51,
52], KOTO [10, 53], KTeV [54], and BABAR [48, 55], and at
95% confidence level from MicroBooNE [10, 56, 57], L3 [10,
58], CHARM [48, 59], LHCb [48, 60, 61], Belle II [62], and
CMS [63] for ϑD = 0.1, m(A↑) = 3m(ϖ1), !m = 0.4m(ϖ1),
ϱ = 1.5 ↑ 10→3, and m(ϖ1) = 2.5 GeV/c2. Constraints col-
ored in gray with dashed outline are reinterpretations not
performed by the experimental collaborations. All constraints
except for the one from this work do not require the presence
of a dark photon or iDM.
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FIG. 4. Exclusion regions at 95% credibility level in the
plane of the dimensionless variable y = ω

2
εD(m(ϑ1)/m(A→))4

and DMmassm(ϑ1) from this work (teal) together with exist-
ing constraints at 90% confidence level from CHARM [12, 17],
NuCal [12, 15, 16], and BABAR [6, 14]) for εD = 0.1,
m(A→) = 3m(ϑ1), !m = 0.4m(ϑ1), sin ϖ = 2.6 → 10↑4, and
m(h→) = 0.4 GeV/c2. Constraints colored in gray with dashed
outline are reinterpretations not performed by the experimen-
tal collaborations. All constraints except for the one from this
work do not require the presence of a dark Higgs boson or
iDM.

In conclusion, we report the first search for a dark
Higgs in association with inelastic DM, using 365 fb→1 of
Belle II e+e→ data. We do not observe a significant ex-
cess above the background. We set 95% credibility level
upper limits on ω (e+e→ → h↑ε1ε2)↑B (ε2 → ε1e+e→)↑
B (h↑ → x+x→). Depending on the combination of model
parameters, the limits improve over existing searches by
up to two orders of magnitude.

This work, based on data collected using the
Belle II detector, which was built and commissioned
prior to March 2019, was supported by Higher Ed-
ucation and Science Committee of the Republic of
Armenia Grant No. 23LCG-1C011; Australian Re-
search Council and Research Grants No. DP200101792,
No. DP210101900, No. DP210102831, No. DE220100462,
No. LE210100098, and No. LE230100085; Aus-
trian Federal Ministry of Education, Science and
Research, Austrian Science Fund (FWF) Grants
DOI: 10.55776/P34529, DOI: 10.55776/J4731,
DOI: 10.55776/J4625, DOI: 10.55776/M3153, and
DOI: 10.55776/PAT1836324, and Horizon 2020 ERC
Starting Grant No. 947006 “InterLeptons”; Natural
Sciences and Engineering Research Council of Canada,
Compute Canada and CANARIE; National Key R&D
Program of China under Contract No. 2024YFA1610503,
and No. 2024YFA1610504 National Natural Science
Foundation of China and Research Grants No. 11575017,
No. 11761141009, No. 11705209, No. 11975076,
No. 12135005, No. 12150004, No. 12161141008,
No. 12475093, and No. 12175041, and Shandong Provin-

cial Natural Science Foundation Project ZR2022JQ02;
the Czech Science Foundation Grant No. 22-18469S and
Charles University Grant Agency project No. 246122;
European Research Council, Seventh Framework
PIEF-GA-2013-622527, Horizon 2020 ERC-Advanced
Grants No. 267104 and No. 884719, Horizon 2020
ERC-Consolidator Grant No. 819127, Horizon 2020
Marie Sklodowska-Curie Grant Agreement No. 700525
“NIOBE” and No. 101026516, and Horizon 2020 Marie
Sklodowska-Curie RISE project JENNIFER2 Grant
Agreement No. 822070 (European grants); L’Institut
National de Physique Nucléaire et de Physique des
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Model-dependent limits on the coupling strengths and 
parameters

• shown here for a specific choice 

• many more plots (~30), for different parameter sets 

• (Right plot) non-Belle II limits do not assume , so 
less model-dependent

h′￼

See Appendix for 
meaning of the 

parameters
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ωD = 0.1

ε = 1.5→ 10→3

m(ϑ1) = 2.5 GeV

m(A↑) = 3m(ϑ1)

!m = 0.4m(ϑ1)

sin ϖ = 2.6→ 10→4
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ALP search
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L ⇠ ga��a ~E · ~B

• Axion coupling

• Detection principle
• Sikivie effect (1983)

• Macroscopic Primakoff

Interactions and detection
CAU-BSM 2025 Axion search 2

Photons Fermions nEDMs

Hamiltonian 𝑔𝑎𝛾𝛾𝑎𝑬 ⋅ 𝑩 𝑔𝑎𝑓𝑓𝜵𝑎 ⋅ ො𝒔 𝑔𝐸𝐷𝑀𝑎ො𝒔 ⋅ 𝑬

Observable Photon Spin precession Oscillating EDM

Detection method Power spectrum, 
photon counter, …

Magnetometer, NMR, 
… NMR, polarimeter, …
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ALP search (1) in e+e− → γa
• Search for axion-like particles in  for  (i.e.  final state) 

and invisible (i.e.  missing ( ))
e+e− → γa a → γγ 3γ

a → γ + E, ⃗p

⇡0 ! ��
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photon reconstruction at Belle II
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) Ready for dark matter searches (single or triple � triggers)
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e+e� ! �X ! �(��)
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Photon reconstruction at Belle II



• Search for axion-like particles in   
for  (i.e.  final state) and invisible 
(i.e.     )

• -dependent  threshold 
✓ 1.0 GeV for  GeV,  and 0.65 GeV for 

 GeV,

e+e− → γa
a → γγ 3γ a →
γ+

ma Eγ

ma ≤ 4
ma > 4
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6

in the simulation for the E� > 0.65GeV (E� > 1.0GeV)
selection. No correction is applied and we assign the sum
of the full di↵erence and its uncertainty as a systematic
uncertainty for the selection e�ciency. We assess the
di↵erence in the photon-energy reconstruction between
data and simulation by using radiative muon-pair events
in which we compare the predicted recoil energy calcu-
lated from the muon-pair momenta with the energy of
the photon candidate. We correct for the observed linear
energy bias that ranges from 0 (low energy) to 0.5% (high
energy). We vary the energy selection by ±1% and the
angular-separation selection by the approximate position
resolution of ± 5mrad, and take the respective full di↵er-
ence in the signal selection e�ciency with respect to the
nominal selection as a systematic uncertainty. We add
these three uncertainties in quadrature assuming no cor-
relations amongst them. The total relative uncertainty
due to the selection e�ciency is approximately 5.5% for
ALP masses above 0.5GeV/c2, and increases to approx-
imately 8% for the lightest ALP masses considered. As
additional systematic checks we vary the photon-timing
selection by ±1 and the shower-shape classifier selection
by ± 5% to account for possible between data and sim-
ulation samples, the invariant mass M��� selection by

± 0.002GeV/c2 to account for uncertainties in the beam
energy, and the polar-angle-acceptance selection by prop-
agating the e↵ect of a ±2mm shift of the interaction
point relative to the calorimeter to account for maximal
possible misalignment of the ECL. For all of these checks,
we find that they have a negligible e↵ect on the signal se-
lection e�ciency, so we do not associate any systematic
uncertainty with them.

We extract the signal yield as a function of
ma by performing a series of independent binned
maximum-likelihood fits. We use 100 bins for each
fit range. The fits are performed in the range
0.2 < ma < 6.85GeV/c2 for the M2

�� spectrum, and in
the range 6.85 < ma < 9.7GeV/c2 for the M2

recoil spec-
trum. The resolution of M2

�� worsens with increasing
ma, while that of M2

recoil improves with increasing ma

(see Fig. 2). The transition between M2
�� and M2

recoil fits
is determined as the point of equal sensitivity obtained
using background simulations.

The signal probability density function (PDF) has
two components: a peaking contribution from cor-
rectly reconstructed signal photons and a combinatorial-
background contribution from the other two combina-
tions of photons. We model the peaking contribution
using a Crystal Ball (CB) function [28]. The mass-
dependent CB parameters used in the fits to data are
fixed to those obtained by fitting simulated events. For
the simulated M2

recoil distribution, the CB mean is found
to be unbiased. For the simulated M2

�� distribution, we
observe a linear bias of the CB mean of about 0.5% re-
sulting from the combination of two photons with asym-
metric reconstructed-energy distributions. This bias is

FIG. 2. M2
�� and M2

recoil resolutions with uncertainty as a
function of ALP mass ma. The inset shows a zoom of the
low-mass region ma < 1GeV/c2.

determined to have negligible impact on the signal yield
and mass determination; therefore, no attempt to cor-
rect for it is made. Combinatorial-background contri-
butions from the wrong combinations of photons in sig-
nal events are taken into account by adding a mass-
dependent, one-dimensional, smoothed kernel density es-
timation (KDE) [29] PDF obtained from signal simula-
tion. The fits are performed in steps of ma that cor-
respond to half the CB width (�CB) for the respective
squared mass. This results in a total of 378 fits to the
M2

�� distribution and 124 fits to the M2
recoil distribu-

tion. CB signal parameters are interpolated between the
known simulated masses, and the KDE shape is taken
from the simulation sample generated with the closest
value of ma to that assumed in the fit.
The photon-energy resolution �(E�)/E� in simulation

is about 3% for E� = 0.65GeV and improves to about
2% for E� > 1GeV. Using the same muon-pair sample
as used for the photon-energy bias study, we find that the
photon energy resolution in simulation is better than that
in data by at most 30% at low energies. Therefore, we ap-
ply an energy-dependent additional resolution smearing
to our simulated signal samples before determining the
CB resolution parameter �CB; we assume conservatively
that the full observed di↵erence between data and simu-
lation is due to the photon-energy-resolution di↵erence.
We assign half of the resulting mass-resolution di↵er-
ence as a systematic uncertainty. The e↵ect of a ±2mm
shift of the interaction point relative to the calorimeter
is found to have a negligible impact on the the mass res-
olution and is not included as a systematic uncertainty.
We describe the backgrounds by polynomials of the

minimum complexity consistent with the data features.
Polynomials of 2nd to 5th order are used: 2nd for 0.2 <
ma  0.5GeV/c2, 4th for 0.5 < ma  6.85GeV/c2, and
5th for 6.85 < ma  9.7GeV/c2. The background poly-

M2 resolution

<latexit sha1_base64="DV+C4RLzji1o3f/sYFnxg/Wks3I=">AAACI3icbVDLSsNAFJ3UV62vqEs3g63gqiRFUHdFN26ECvYBbSyTyU07dPJgZlIooX/itv6MO3Hjwj9x4aTNwrYeGDic+zpz3JgzqSzryyhsbG5t7xR3S3v7B4dH5vFJS0aJoNCkEY9ExyUSOAuhqZji0IkFkMDl0HZH91m9PQYhWRQ+q0kMTkAGIfMZJUpLfdOsPL7UKliAjHiykMpW1ZoDrxM7J2WUo9E3f3peRJMAQkU5kbJrW7FyUiIUoxympV4iISZ0RAbQ1TQkAUgnnTuf4guteNiPhH6hwnP170RKAikngas7A6KGcrWWif/WpLYyBG/pfEqH2hWIFU/Kv3FSFsaJgpAuLPkJxyrCWWDYYwKo4hNNCBVM/wpnewjVm2RJx2WvhrNOWrWqfVW9faqV63d5cEV0hs7RJbLRNaqjB9RATUTRGL2iGXozZsa78WF8LloLRj5zipZgfP8C3HKkpQ==</latexit>

• fit  for  GeV

• fit  for  GeV,
• Look for resonance in the fit

M2
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FIG. 5. Upper limit (95% CL) on the ALP-photon cou-
pling from this analysis and previous constraints from electron
beam-dump experiments and e+e� ! �+invisible [6, 9], pro-
ton beam-dump experiments [8], e+e� ! �� [10], a photon-
beam experiment [11], and heavy-ion collisions [12].

10�3. These limits are almost one order of magnitude
more restrictive than existing limits from LEP [10]. In
the future, with increased luminosity, Belle II is expected
to improve the sensitivity to ga�� by more than one order
of magnitude [6].
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Nucléaire et de Physique des Particules (IN2P3) du
CNRS (France); BMBF, DFG, HGF, MPG, AvH Foun-
dation, and Deutsche Forschungsgemeinschaft (DFG) un-
der Germany’s Excellence Strategy – EXC2121 “Quan-
tum Universe”’ – 390833306 (Germany); Department of
Atomic Energy and Department of Science and Technol-
ogy (India); Israel Science Foundation grant No. 2476/17
and United States-Israel Binational Science Foundation
grant No. 2016113; Istituto Nazionale di Fisica Nu-
cleare and the research grants BELLE2; Japan Society
for the Promotion of Science, Grant-in-Aid for Scientific
Research grant Nos. 16H03968, 16H03993, 16H06492,
16K05323, 17H01133, 17H05405, 18K03621, 18H03710,
18H05226, 19H00682, 26220706, and 26400255, the Na-
tional Institute of Informatics, and Science Information
NETwork 5 (SINET5), and the Ministry of Education,
Culture, Sports, Science, and Technology (MEXT) of
Japan; National Research Foundation (NRF) of Ko-
rea Grant Nos. 2016R1D1A1B01010135, 2016R1D1A1B-
02012900, 2018R1A2B3003643, 2018R1A6A1A06024970,
2018R1D1A1B07047294, 2019K1A3A7A09033840, and
2019R1I1A3A01058933, Radiation Science Research In-
stitute, Foreign Large-size Research Facility Application
Supporting project, the Global Science Experimental
Data Hub Center of the Korea Institute of Science and
Technology Information and KREONET/GLORIAD;
Universiti Malaya RU grant, Akademi Sains Malaysia
and Ministry of Education Malaysia; Frontiers of
Science Program contracts FOINS-296, CB-221329,
CB-236394, CB-254409, and CB-180023, and SEP-
CINVESTAV research grant 237 (Mexico); the Pol-
ish Ministry of Science and Higher Education and
the National Science Center; the Ministry of Sci-
ence and Higher Education of the Russian Federation,
Agreement 14.W03.31.0026; University of Tabuk re-
search grants S-1440-0321, S-0256-1438, and S-0280-
1439 (Saudi Arabia); Slovenian Research Agency and
research grant Nos. J1-9124 and P1-0135; Agencia Es-
tatal de Investigacion, Spain grant Nos. FPA2014-55613-
P and FPA2017-84445-P, and CIDEGENT/2018/020
of Generalitat Valenciana; Ministry of Science and
Technology and research grant Nos. MOST106-2112-
M-002-005-MY3 and MOST107-2119-M-002-035-MY3,
and the Ministry of Education (Taiwan); Thailand
Center of Excellence in Physics; TUBITAK ULAK-
BIM (Turkey); Ministry of Education and Science of
Ukraine; the US National Science Foundation and re-
search grant Nos. PHY-1807007 and PHY-1913789, and
the US Department of Energy and research grant Nos.
DE-AC06-76RLO1830, DE-SC0007983, DE-SC0009824,
DE-SC0009973, DE-SC0010073, DE-SC0010118, DE-
SC0010504, DE-SC0011784, DE-SC0012704; and the Na-
tional Foundation for Science and Technology Devel-
opment (NAFOSTED) of Vietnam under contract No
103.99-2018.45.

ALP search - significance & limits

16

max. local significance of 
 at  GeV𝒮 = 2.8 ma = 0.477

7

nomial parameters are not fixed by simulation but are
free parameters of each data fit. Each fit is performed in
a mass range that corresponds to �20�CB to +30�CB for
M2

�� , and �25�CB to +25�CB for M2
recoil. In addition,

the fit ranges are constrained between M2
�� > 0GeV2/c4

and M2
recoil < 100.5GeV2/c4. The choice of the order of

background polynomial and fit range is optimized based
on the following conditions: giving a reduced �2 close
to one, providing locally smooth fit results, and being
consistent with minimal variations between adjacent fit
ranges. Peaking backgrounds from e+e� ! P� are very
small compared to the expected statistical uncertainty
on the signal yield and found to be modeled adequately
by the polynomial background PDF.

The systematic uncertainties due to the signal e�-
ciency and the signal mass resolution are included as
Gaussian nuisance parameters with a width equal to the
systematic uncertainty. The systematic uncertainty due
to the background shape, which is the dominant source
of systematic uncertainty, is estimated by repeating all
fits with alternative fit ranges changed by ±5�CB and
with the polynomial orders modified by ±1. For each
mass value ma, we report the smallest of all signal signif-
icance values determined from each background model.
The local significance including systematic uncertainties
is given by S =

p
2 ln(L/Lbkg), where L is the maximum

likelihood for the fit, and Lbkg is the likelihood for a fit to
the background-only hypothesis. The local significances,
multiplied by the sign of the signal yield, are shown in
Fig. 3. The largest local significance, including system-
atic uncertainties, is found near ma = 0.477GeV/c2 with
a value of S = 2.8�.

FIG. 3. Local signal significance S multiplied by the
sign of the signal yield, including systematic uncertainties,
as a function of ALP mass ma. The vertical dashed lines
indicate (from left to right) changes in the default back-
ground PDF (0.5GeV/c2), in the photon energy selection cri-
teria (4.0GeV/c2), and in the invariant-mass determination
method (6.85GeV/c2).

By dividing the signal yield by the signal e�ciency

and the integrated luminosity, we obtain the ALP cross
section �a. We compute the 95% confidence level (CL)
upper limits on �a as a function of ma using a one-sided
frequentist profile-likelihood method [30]. For eachma fit
result, we report the least stringent of all 95% confidence
level (CL) upper limits determined from the variations of
background model and fit range. We convert the cross-
section limit to the coupling limit using

�a =
g2a��↵QED

24
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where ↵QED is the electromagnetic coupling [6]. This
calculation does not take into account any energy de-
pendence of ↵QED and ga�� itself [31]. An additional
0.2% collision-energy uncertainty when converting �a to
ga�� results in a negligible additional systematic uncer-
tainty. Our median limit expected in the absence of a
signal and the observed upper limits on �a are shown
in Fig. 4. The observed upper limits on the photon cou-
plings ga�� of ALPs, as well as existing constraints from
previous experiments, are shown in Fig. 5. Additional
plots and numerical results can be found in the Supple-
mental Material [32]. Our results provide the best limits
for 0.2 < ma < 5GeV/c2. This region of ALP param-
eter space is completely unconstrained by cosmological
considerations [33]. The remaining mass region below
0.2GeV/c2 is challenging to probe at colliders due to the
poor spatial resolution of photons from highly boosted
ALP decays, and irreducible peaking backgrounds from
⇡0 production.

FIG. 4. Expected and observed upper limits (95% CL) on
the ALP cross section �a. The vertical dashed lines are the
same as those in Fig. 3.

In conclusion, we search for e+e� ! �a, a ! �� in the
ALP mass range 0.2 < ma < 9.7GeV/c2 using Belle II
data corresponding to an integrated luminosity of
445 pb�1. We do not observe any significant excess of
events consistent with the signal process and set 95%CL
upper limits on the photon coupling ga�� at the level of
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where ↵QED is the electromagnetic coupling [6]. This
calculation does not take into account any energy de-
pendence of ↵QED and ga�� itself [31]. An additional
0.2% collision-energy uncertainty when converting �a to
ga�� results in a negligible additional systematic uncer-
tainty. Our median limit expected in the absence of a
signal and the observed upper limits on �a are shown
in Fig. 4. The observed upper limits on the photon cou-
plings ga�� of ALPs, as well as existing constraints from
previous experiments, are shown in Fig. 5. Additional
plots and numerical results can be found in the Supple-
mental Material [32]. Our results provide the best limits
for 0.2 < ma < 5GeV/c2. This region of ALP param-
eter space is completely unconstrained by cosmological
considerations [33]. The remaining mass region below
0.2GeV/c2 is challenging to probe at colliders due to the
poor spatial resolution of photons from highly boosted
ALP decays, and irreducible peaking backgrounds from
⇡0 production.

FIG. 4. Expected and observed upper limits (95% CL) on
the ALP cross section �a. The vertical dashed lines are the
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In conclusion, we search for e+e� ! �a, a ! �� in the
ALP mass range 0.2 < ma < 9.7GeV/c2 using Belle II
data corresponding to an integrated luminosity of
445 pb�1. We do not observe any significant excess of
events consistent with the signal process and set 95%CL
upper limits on the photon coupling ga�� at the level of

ALP search - UL on gaγγ

PRL 125, 161806 (2020)



17

ALP search (2) 
in  B → K(*)a(→ γγ)
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 for ALP, Intro.B → K(*)γγ
Search for axion-like particle (ALP) 

•  (assume dominant)  

• also assume (mostly) prompt decay, but non-
zero lifetime is considered for efficiency loss  

• if no signal, set upper limits on ALP-  
coupling, gaW [#] 

• search region: 
 

• no sensitivity for  regions 

Procedure 

• continuum suppression and  veto 
with separate Fast-BDT’s  (T. Keck, Comp Softw Big Sci 
1, 2 (2017)) 

• then apply extra cuts to suppress  
background

a → γγ

W

0.16 < ma < 4.20 (4.50) GeV
π0, η, η′￼

π0 → γγ

B → Xsγ

[#] PRL 118, 111802 (2017)  

arXiv:2507.01249 
submitted to JHEP
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Data vs. MC compared

• for  mode, after MVA 

• (top) 0.1 < M𝛄𝛄 < 1.0 GeV 

• (bottom) 1.0 < M𝛄𝛄 < 4.5 GeV 

K+a

 for ALP, Results w/ Belle dataB → K(*)γγ

Signal extraction by 1D max. 
likelihood fit to Mγγ

arXiv:2507.01249 
submitted to JHEP

Figure 2: Diphoton invariant mass distribution of ALP candidates in B+
→ K+a decay,

overlaid with simulated background contributions from e+e→ → qq (blue vertical hatched),

e+e→ → ω (4S) → B+B→ (red cross-hatched), and e+e→ → ω (4S) → B0B0 (green diagonal

hatched) normalized to the experimental data luminosity, with all weights applied.

components from h → εε (h = ϑ0, ϖ, or ϖ↑) are modelled with double-sided Crystal Ball

functions.

We perform a mass scan with a step size equal to the high-side mass resolution param-

eter from the Crystal Ball signal, ϱR
ωω . The latter varies with the ALP mass, ranging from

7.8MeV at ma = 0.160GeV to 19.4MeV at ma = 1.9GeV, and decreasing to 17.9MeV at

ma = 4.5GeV. Each fit range extends over an Mωω interval with a width of 9↑ (ϱR
ωω+ϱL

ωω),

where ϱL
ωω is the low-side Crystal Ball resolution parameter. The signal peak shape param-

eters depend on the ALP mass, and are derived from the corresponding signal samples.

The shape parameters and position of the peaking background are fixed based on values

obtained from the simulation. The combinatorial background parameters are floating in

the fit, along with the signal and peaking background normalization.

Due to the peaking background from ϑ0, ϖ and ϖ↑ decays, masses below 0.160GeV, in

– 7 –
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Fitted results

• for each  mode 

✓ (top) signal yield 

✓ (bottom) significance 
level 

• the gray vertical bands 
correspond to , , and  
veto regions 

K(*)

π0 η η′￼

 for ALP, Results w/ Belle dataB → K(*)γγ
arXiv:2507.01249 

submitted to JHEP
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 for ALP, Upper limits on B → K(*)γγ gaW

90% CL upper limits on  as a function of gaW ma

arXiv:2507.01249 
submitted to JHEP
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Figure 4: 90% CL upper limits on the coupling gaW as a function of the ALP mass

obtained with the CLs method with simultaneous fit to the four kaon modes. The green and

yellow bands are the ±1 and ±2 standard deviation ranges, respectively, for the expected

upper limits in the background only model. The red bands are the excluded ω0, ε and

ε→ mass regions. The vertical dashed line indicates the nominal εc mass. Systematic

uncertainties are included in the figure.

average values [37].

In addition, a toy Monte Carlo (ToyMC) study [49] — a simplified, fast simulation

in which observables are sampled from probability density functions (p.d.f.) — is carried

out to evaluate the fitting bias and signal sensitivity. Ten thousand pseudo-datasets are

generated for each ALP mass hypothesis across the four kaon modes using the fitted p.d.f.

and the Poisson distribution of signal and background yield obtained from the fit. The

result of fits on pseudo-data from the ToyMC has a small negative bias of 4.2%→ϑSig. This

is applied as a correction factor to the signal yields in data.

For all ALP mass hypotheses and kaon modes, the decay yield of B ↑ K(↑)a(↑ ϖϖ)

is measured under the assumption that all signal events originate from the prompt decay

of the ALP. However, the ALP can be long-lived, and the displaced vertex reduces the

signal e!ciency. The primary reason for the reduced signal e!ciency is the assumption

that the photons originate from the IP. The calculated opening angle between the two

photons, which enters the ALP mass calculation, is systematically smaller than the true

value, which produces a low-side tail on the reconstructed mass distribution. The fit using

Crystal Ball parameters from prompt decays systematically underestimates the number

of signal events for displaced vertices, e”ectively reducing the e!ciency. To quantify this

e”ect, signal processes with lifetimes cϱ of 10mm, 50mm, 100mm, 200mm, 300mm, 400mm

– 9 –
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Figure 5: The 90% CL upper limits on the coupling gaW from a simultaneous fit to the four

B → K(→)a modes as a function of the ALP mass, compared with existing constraints [25,

26, 58, 59].

as a function of ma, derived from the combination of four kaon modes. The limits are

3↑ 10↑6GeV↑1 for the ALP mass hypotheses above 2.0GeV, increasing to 3↑ 10↑5GeV↑1

at the lowest ALP mass. This trend is due to the increase in the lifetime, which leads

to a lower signal e!ciency. Figure 5 also shows the constraints derived from the NA62

K+
→ ω+ + invisible search [58]. Based on the methodology presented in Ref. [59] we

reinterpret the NA62 results on a dark scalar decaying to SM particles as limits on ALPs.

The constraints on the coupling of the axion-like particle to electroweak gauge bosons gaW
are improved by a factor of two compared to the most stringent previous experimental

results.[26]
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B+ → K+νν̄
B → Xsνν̄
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We search for the rare decay B+ ! K+⌫⌫̄ in a 362 fb�1 sample of electron-positron collisions6

at the ⌥ (4S) resonance collected with the Belle II detector at the SuperKEKB collider. We use7

the inclusive properties of the accompanying B meson in the ⌥ (4S) ! BB̄ events to suppress8

background from other decays of the signal B candidate and light-quark pair production. We val-9

idate the measurement with an auxiliary analysis based on a conventional hadronic reconstruction10

of the accompanying B meson. For background suppression, we exploit distinct signal features11

using machine learning methods tuned with simulated data. The signal-reconstruction e�ciency12

and background suppression are validated through various control channels. The branching frac-13

tion is extracted in a maximum likelihood fit. Our inclusive and hadronic analyses yield con-14

sistent results for the B+ ! K+⌫⌫̄ branching fraction of [2.8± 0.5(stat)± 0.5(syst)] ⇥ 10�5 and15 ⇥
1.1+0.9

�0.8(stat)
+0.8
�0.5(syst)

⇤
⇥ 10�5, respectively. Combining the results, we determine the branching16

fraction of the decay B+ ! K+⌫⌫̄ to be
⇥
2.4± 0.5(stat)+0.5

�0.4(syst)
⇤
⇥ 10�5, providing the first ev-17

idence for this decay at 3.6 standard deviations. The result is consistent with the standard model18

expectation at 2.8 standard deviations.19
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I. INTRODUCTION21

Flavor-changing neutral-current transitions, such22

as b ! s⌫⌫̄, are suppressed in the standard23

model (SM) of particle physics, because of the24

Glashow–Iliopoulos–Maiani mechanism [1]. These transi-25

tions can only occur at higher orders in SM perturbation-26

theory through weak-interaction amplitudes that involve27

the exchange of at least two gauge bosons. One of the28

advantages of b ! s⌫⌫̄ transitions over b ! s`` transi-29

tions, where ` represents a charged lepton, is the absence30

of photon exchange. This leads to a smaller theoreti-31

cal uncertainty in b ! s⌫⌫̄ rate predictions compared to32

b ! s`` ones, which are a↵ected by the breakdown of33

factorization due to photon exchange [2].34

The b ! s⌫⌫̄ transition provides the leading ampli-35

tudes for the B
+ ! K

+
⌫⌫̄ decay, as shown in Fig. 1.36

The SM branching fraction of the B+ ! K
+
⌫⌫̄ decay [3]37

is predicted in Ref. [4] to be38

B(B+ ! K
+
⌫⌫̄) = (5.58± 0.37)⇥ 10�6

. (1)39

It includes the contribution of (0.61± 0.06)⇥ 10�6 from40

the double-charged-current B+ ! ⌧
+(! K

+
⌫)⌫̄ decays.4142

The B
+ ! K

+
⌫⌫̄ decay rate can be significantly mod-43

ified in models that predict non-SM particles, such as44

leptoquarks [5]. In addition, the B
+ meson could un-45

dergo a two-body decay to a kaon and an undetectable46

particle, such as an axion [6] or a dark-sector mediator47

[7].48
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FIG. 1. Lowest-order quark-level diagrams for the B+ !
K+⌫⌫̄ decay in the SM are either of the penguin, or box type.
The long-distance double-charged-current diagram arising at
tree-level in the SM also contributes to the B+ ! K+⌫⌫̄
decay.

The study of the B
+ ! K

+
⌫⌫̄ decay is experimen-49

tally challenging as the final state contains two neutrinos50

that are not reconstructed. In all analyses reported to51

date [8–13], no evidence for a signal has been found, and52

the current experimental upper limit on the branching53

fraction is 1.6⇥ 10�5 at the 90% confidence level [14].54

In this study the signal B meson is produced in the55

e
+
e
� ! ⌥(4S) ! B

+
B

� process. An inclusive tag-56

ging analysis method (ITA) exploiting inclusive proper-57

ties from the B-meson pair-produced along with the sig-58

nal B, is applied to the entire Belle II data set currently59

available, superseding the results of Ref. [13], where this60

method was first used. In addition, an auxiliary anal-61

ysis using the well-established hadronic-tagging analy-62

sis method (HTA) [9, 10] is presented; this involves ex-63
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The study of the B
+ ! K

+
⌫⌫̄ decay is experimen-49

tally challenging as the final state contains two neutrinos50

that are not reconstructed. In all analyses reported to51

date [8–13], no evidence for a signal has been found, and52

the current experimental upper limit on the branching53

fraction is 1.6⇥ 10�5 at the 90% confidence level [14].54
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available, superseding the results of Ref. [13], where this60
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< 4.1⇥ 10�5 @ 90% CL

PRL 127, 181802 (2021)

[4] W. G. Parrott et al. PRD 107, 014511 (2023)
incl. long-distance contribution from )B → τν
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Reconstruction and Basic Selection

8

Basic reconstruction of tracks and clusters:
Charged particles: , close to collision point, in the central part of the detector
Neutral particles:  (ITA), -dependent (HTA) 
Signal kaon track candidates required to have high probability to be kaon

E > 100 MeV/c
E > 100 MeV E > [60,...,150] MeV, ϕ

Hadronic tagging  (HTA)  
Efficiency

Purity, Resolution 

Bsig

B
Υ(4S)

ν
ν̄

Rest of event 
(ROE)

q2
rec

K±

Inclusive tagging  (ITA)  

e−
Bsig

Btag

Υ(4S)

ν
ν̄

q2
rec

Other 
tracks and clusters 

in the event

e+
e+ e−

K±

 : mass squared 
of the neutrino pair
q2

rec

“A Tale of Two Taggings”

25

Features of ITA  
• exploits inclusive properties of 

• high efficiency, low purity 

• BDTs in two stages (BDT1 mostly for ; 
BDT2 for final signal extraction)

Btag

qq̄

Features of HTA  
• uses full decay chain information of of 

• high high purity, very low efficiency
• uses BDT for signal extraction (BDTh) 

Btag

PRD 109, 112006 (2024)
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• only two  mesons in the final 

state

• Since the initial state is clearly 
determined, fully accounting 
one  ( ) makes it possible 
to constrain the accompanying 

 ( )

• Having a single missing particle 
(e.g. ) is usually as clean as 
getting all particles measured

• The price to pay is a big drop of 
efficiency ( ) 

e+e− → Υ(4S) → BB
B

B Btag

B Bsig

ν

< 𝒪(1%)

How to handle a missing particle at Belle II?
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FEI algorithm to reconstruct 

• uses ~200 BDT’s to reconstruct  different 
 decay chains 

• assign signal probability of being correct 

Btag

𝒪(104)
B

Btag

Full Event Interpretation (FEI)
Btag Bsig

Ap
pe

nd
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Signal efficiency (ITA vs. HTA)
after multi-variate analysis for ROE with BDT

ITA HTA
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Closure test:  (ITA)!(B+ → π+K0)
Measure a branching fraction for a known rare decay mode  to validate the background 
estimation using nominal analysis, but with:

Pion ID instead of kaon ID
Different   bin boundaries
Only on-resonance data used for fit
Only normalization systematics included

Result:

B+ → π+K0

q2
rec

ℬ(B+ → π+K0) = (2.5 ± 0.5) × 10−5

Measured values consistent with PDG value 
 !(B+ → π+K0) = (2.3 ± 0.08) × 10−5
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Closure test:  (ITA)!(B+ → π+K0)
Measure a branching fraction for a known rare decay mode  to validate the background 
estimation using nominal analysis, but with:

Pion ID instead of kaon ID
Different   bin boundaries
Only on-resonance data used for fit
Only normalization systematics included

Result:

B+ → π+K0

q2
rec

ℬ(B+ → π+K0) = (2.5 ± 0.5) × 10−5

Measured values consistent with PDG value 
 !(B+ → π+K0) = (2.3 ± 0.08) × 10−5

Consistent with PDG:
ℬ(B+ → π+K0) = (2.3 ± 0.08) × 10−5

η(BDT2) > 0.92

Assume B is at rest in the  rest-frame ( )Υ(4S) c = 1
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 result (ITA)B+ → K+νν
PRD 109, 112006 (2024)
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η(BDT2) > 0.98

 post-fit distributions (ITA)B+ → K+νν
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ℬ(B+ → K+νν̄)comb = (2.3 ± 0.5+0.5
−0.4) × 10−5

[Note]    
(SM value, not including )

μ = 1 ⇔ ℬ = 4.97 × 10−6

B → τν

 ResultsB+ → K+νν

ℬ(B+ → K+νν̄)ITA = (2.7 ± 0.5 ± 0.5) × 10−5

ℬ(B+ → K+νν̄)HTA = (1.1+0.9
−0.8

+0.8
−0.5) × 10−5

• Prob(null signal of ) 
= 0.012% (3.5 )

• Prob(  from SM only) 
= 0.17% (2.7 )

B+ → K+νν
σ

B+ → K+νν
σ

PRD 109, 112006 (2024)
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, Re-interpretationB+ → K+νν
Things to note

• The Belle II  [PRD (2024)] measurement — performed under SM 
scenario

•  a paper on re-interpretation method (EPJC 84(2024)693)
✓ why not apply it to ?

Method

• Number density & Joint number density
✓  = theory,   = efficiency,   = fit variable

• Null model (e.g. SM) vs. Alternative model

B+ → K+νν

∃
B+ → K+νν

σ ε x
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n(x) = L

∫
dq2 ω(x|q2) ε(q2)
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 reinterpretation - methodB+ → K+ττ̄

Reweigh a measured observable distribution based 
on a parameterized theoretical distribution

Number density:

theoretical prediction 
of the x-sec density

Luminosity
Efficiency

ν(z) n(x)

Alternative model: w(q2) = ν1(q2)
ν0(q2)

For example SM

The problem:

x: “fitting” reconstruction variable

Joint number density:

0: Null hypothesis 

<latexit sha1_base64="lpr2vl78d854deGysysSghNHxRk=">AAACLHicbVDLSgMxFM3UV62vUcGNm2AV6qbMFHxshKIblxXsA9o6ZDKZNjSZGZOMUob+hUu/wQ8Qd/oJbkTcqjt/wfQhaOuBwLnn3MvNPW7EqFSW9WKkpqZnZufS85mFxaXlFXN1rSLDWGBSxiELRc1FkjAakLKiipFaJAjiLiNVt3PS96tXREgaBueqG5EmR62A+hQjpSXHzF/nLi8Ku/AINnyBcNKQtMWRY8OB3PuprVHtmFkrbw0AJ4k9Itli8evzYeN2u+SYHw0vxDEngcIMSVm3rUg1EyQUxYz0Mo1YkgjhDmqRuqYB4kQ2k8FdPbijFQ/6odAvUHCg/p5IEJeyy13dyZFqy3GvL/7rSf2VNvHG1iv/sJnQIIoVCfBwux8zqELYTw56VBCsWFcThAXVB0DcRjo0pfPN6GTs8RwmSaWQt/fze2c6omMwRBpsgi2QAzY4AEVwCkqgDDC4AffgETwZd8az8Wq8DVtTxmhmHfyB8f4NCIqqSg==</latexit>

w(q2) =
ω1(q2)

ω0(q2)
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n(x, q2) → L ω(x|q2) ε(q2)
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 reinterpretation - applicationB+ → K+ττ̄

null hypothesis: SM
Reconstruction (fitting) variable x= ν(BDT) − q2

rec

Reinterpretation in Weak Effective Theory (WET) 
framework including dimension 6 operators

Differential cross section including left (L) and right (R), 
scalar (S), vector (V) and tensor (T) Wilson coefficientsInclusive analysis

L = 365 fb∓1
[arXiv:2507.12393]

in the SM only  CVL ⋅ 0

Parameters of interest
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 reinterpretation - applicationB+ → K+ττ̄

null hypothesis: SM
Reconstruction (fitting) variable x= ν(BDT) − q2

rec

Reinterpretation in Weak Effective Theory (WET) 
framework including dimension 6 operators

Differential cross section including left (L) and right (R), 
scalar (S), vector (V) and tensor (T) Wilson coefficientsInclusive analysis

L = 365 fb∓1
[arXiv:2507.12393]

in the SM only  CVL ⋅ 0

Parameters of interest

Reconstruction (fit) variable: x = (ηBDT, q2
rec)

various models (here, shown for )dℬ/dq2Plot for  vs.  x q2

for re-interpretation in the weak effective 
theory (WET), 
Parameters of interest

In the SM, only CVL ≠ 0

<latexit sha1_base64="JJRjwMMmxAl6OEYnAHao2hb5cXI=">AAACWXicdZHNThsxEMedpbRpSkuAYy8WqBISaOUNDR8HpAguHDhQIAEpu4q83tnEwvshexYpWu1b8EJ9DNQH4ApvgJMQQVE7kuW/fjOj8fwd5koaZOy+5ix8WPz4qf658WXp67fl5spqz2SFFtAVmcr0dcgNKJlCFyUquM418CRUcBXeHE/yV7egjczSSxznECR8mMpYCo4WDZp9P8xUZMaJvUofkFf0kPoKYuzT40Hp64T2TqutuTyvtuf44hVfvMGXpxX1tRyOMBg0N5j70zs4aDHKXNZqt72dqdjzdhj1XDaNjc66v3V33xmfDZoPfpSJIoEUheLG9D2WY1ByjVIoqBp+YSDn4oYPoW9lyhMwQTk1oaI/LIlonGl7UqRT+raj5ImZ7GkrE44j8z43gf/MGfuUEUTvxmO8H5QyzQuEVMymx4WimNGJzTSSGgSqsRVcaGkXoGLENRdoP6NhnZmvT/8vei3X23Xbv6xFR2QWdfKdrJNN4pE90iEn5Ix0iSC/yQN5JE+1P07NqTuNWalTe+lZI3+Fs/YM1N+4XQ==</latexit>

ω = [CVL + CVR, CSL + CSR, CTL]
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Figure 2. The B+ → K+ωω̄ di!erential branching fraction
prediction from Eq. (7). Individual contributions are shown
here with the combinations of vector, scalar and tensor Wilson
coe”cients set to unity, respectively. The uncertainties shown
(bands) stem from the hadronic parameters.

BSZ parametrization [27], which is truncated at the sec-
ond order. The eight resulting hadronic parameters are
obtained from a joint theoretical prior probability density
function (PDF) comprised of the 2021 lattice world aver-
age based on results by the Fermilab/MILC and HPQCD
collaborations [11, 28]. Theoretical predictions are ob-
tained from the EOS software [29, 30]. The predicted
kinematic distributions of the respective vector, scalar
and tensor operators are shown in Fig. 2.

To obtain a marginal posterior for the WET Wilson co-
e!cients, we introduce 11 additional parameters to the
B+ → K+ωω̄ statistical model. These include three un-
constrained parameters of interest,

ω = [CVL + CVR, CSL + CSR, CTL], (8)

along with eight nuisance parameters that parameter-
ize the hadronic form factors. The latter set comprises
8 correlated parameters, which are decorrelated using
the eigendecomposition of their covariance matrix (see
App. B of Ref. [1]). The three nuisance parameters
for the hadronic parameters entering the SM prediction,
which were already present in the statistical model, are
removed to avoid double counting. We exploit the sym-
metry of Eq. (7) and sample only in the octant of the pa-
rameter space where all Wilson coe!cients are positive,
and symmetrize the samples afterward. To this end, we
choose uniform priors for all Wilson coe!cients in the
range [0, 20], in the chosen parametrization. Uniform
priors are justified by neither wanting to assign prefer-
ence to any part of the parameter space, nor anticipat-
ing inference based on a non-linear transformation of the
Wilson coe!cients in this study. Ranges are chosen to
cover the full posterior. The marginal posterior is shown
in Fig. 3. There is a clear deviation from the SM in the
vector sector, as expected from the result of Ref. [2]. Fur-
ther, we find that the posterior distribution peaks around
a non-zero value for the tensor contribution. This indi-
cates that a pure SM signal template does not provide the
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Figure 3. The marginalized posterior for the Wilson coe”-
cients in Eq. (7). We adopt the convention that CVL + CVR,
CSL+CSR and CTL are real valued. Diagonal and o!-diagonal
panels show the 1-dimensional and 2-dimensional sample den-
sity PDFs on a linear scale, respectively. The overall scale is
omitted, as all relevant information is contained in the shape
of the distribution. The contours indicate 68% and 95% cred-
ible intervals. The dashed black lines and cross mark the SM
point; the dash-dotted yellow lines and cross indicate the pos-
terior mode; dotted red lines mark the symmetry axes used
for sample symmetrization.

best description of the data (see Appendix A). From the
1-dimensional marginal posterior distributions, we can
calculate the highest density credible intervals (HDI)3 at
68% and 95% probability on the absolute values of the
Wilson coe!cients. The posterior mode and the credible
intervals are shown in Table I.

Table I. The mode of the posterior, and HDI at 68% and 95%
for the (sums of the) WET Wilson coe”cients in Eq. (7),
derived from the posterior in Fig. 3.

Parameters Mode 68% HDI 95% HDI

|CVL + CVR|
|CSL + CSR|
|CTL|

11.3

0.00

8.21

[7.82, 14.6]

[0.00, 9.58]

[2.29, 9.62]

[1.86, 16.2]

[0.00, 15.4]

[0.00, 11.2]

To provide a baseline for comparison, we assess the
e”ect of neglecting kinematic shape information by com-
puting credible intervals using a simplified reinterpre-
tation approach. Technically, this is implemented by

3 The smallest possible credible interval at a given probability
level.

Marginal posterior for the Wilson coeffs. 
(Bayesian)

arXiv:2507.12393 
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prediction from Eq. (7). Individual contributions are shown
here with the combinations of vector, scalar and tensor Wilson
coe”cients set to unity, respectively. The uncertainties shown
(bands) stem from the hadronic parameters.

BSZ parametrization [27], which is truncated at the sec-
ond order. The eight resulting hadronic parameters are
obtained from a joint theoretical prior probability density
function (PDF) comprised of the 2021 lattice world aver-
age based on results by the Fermilab/MILC and HPQCD
collaborations [11, 28]. Theoretical predictions are ob-
tained from the EOS software [29, 30]. The predicted
kinematic distributions of the respective vector, scalar
and tensor operators are shown in Fig. 2.

To obtain a marginal posterior for the WET Wilson co-
e!cients, we introduce 11 additional parameters to the
B+ → K+ωω̄ statistical model. These include three un-
constrained parameters of interest,

ω = [CVL + CVR, CSL + CSR, CTL], (8)

along with eight nuisance parameters that parameter-
ize the hadronic form factors. The latter set comprises
8 correlated parameters, which are decorrelated using
the eigendecomposition of their covariance matrix (see
App. B of Ref. [1]). The three nuisance parameters
for the hadronic parameters entering the SM prediction,
which were already present in the statistical model, are
removed to avoid double counting. We exploit the sym-
metry of Eq. (7) and sample only in the octant of the pa-
rameter space where all Wilson coe!cients are positive,
and symmetrize the samples afterward. To this end, we
choose uniform priors for all Wilson coe!cients in the
range [0, 20], in the chosen parametrization. Uniform
priors are justified by neither wanting to assign prefer-
ence to any part of the parameter space, nor anticipat-
ing inference based on a non-linear transformation of the
Wilson coe!cients in this study. Ranges are chosen to
cover the full posterior. The marginal posterior is shown
in Fig. 3. There is a clear deviation from the SM in the
vector sector, as expected from the result of Ref. [2]. Fur-
ther, we find that the posterior distribution peaks around
a non-zero value for the tensor contribution. This indi-
cates that a pure SM signal template does not provide the
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Figure 3. The marginalized posterior for the Wilson coe”-
cients in Eq. (7). We adopt the convention that CVL + CVR,
CSL+CSR and CTL are real valued. Diagonal and o!-diagonal
panels show the 1-dimensional and 2-dimensional sample den-
sity PDFs on a linear scale, respectively. The overall scale is
omitted, as all relevant information is contained in the shape
of the distribution. The contours indicate 68% and 95% cred-
ible intervals. The dashed black lines and cross mark the SM
point; the dash-dotted yellow lines and cross indicate the pos-
terior mode; dotted red lines mark the symmetry axes used
for sample symmetrization.

best description of the data (see Appendix A). From the
1-dimensional marginal posterior distributions, we can
calculate the highest density credible intervals (HDI)3 at
68% and 95% probability on the absolute values of the
Wilson coe!cients. The posterior mode and the credible
intervals are shown in Table I.

Table I. The mode of the posterior, and HDI at 68% and 95%
for the (sums of the) WET Wilson coe”cients in Eq. (7),
derived from the posterior in Fig. 3.

Parameters Mode 68% HDI 95% HDI

|CVL + CVR|
|CSL + CSR|
|CTL|

11.3

0.00

8.21

[7.82, 14.6]

[0.00, 9.58]

[2.29, 9.62]

[1.86, 16.2]

[0.00, 15.4]

[0.00, 11.2]

To provide a baseline for comparison, we assess the
e”ect of neglecting kinematic shape information by com-
puting credible intervals using a simplified reinterpre-
tation approach. Technically, this is implemented by

3 The smallest possible credible interval at a given probability
level.

Marginal posterior for the Wilson coeffs. 
(Bayesian)
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Appendix A: Predicted yields at the posterior mode

Direct comparison of the observed data yields to the
predicted yields at the posterior mode parameter point
(the best fit point to data; see Table I) for the uncon-
strained B+ → K+ωω̄ SM and the WET is shown in
Fig. 4, for the highest-sensitivity bins of the analysis.
The WET model provides a better fit to the data than the
unconstrained SM prediction, as indicated by the smaller
pull values.

Appendix B: Prior sensitivity study

To investigate the sensitivity of the results in Table I
to the choice of priors, we derived the posterior mode and
credible intervals for alternative sets of priors.

Firstly, we select truncated-normal priors, centered on
the SM expectation (the only non-zero Wilson coe!cient
being CSM

VL = 6.6), which disfavor deviations from the
SM expectation,

p (εi) =

{
N (εi|µ = CSM

i ,ϑ = 20) εi ↑ 0

0 εi < 0
. (B1)

Here εi ↓ [|CVL+CVR|, |CSL+CSR|, |CTL|] and CSM
i cor-

respond to the respective SM point CSM
i ↓ [6.6, 0.0, 0.0].

Secondly, we select uniform priors in the squared Wil-
son coe!cients, as these enter Eq. (7), which subse-
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Figure 4. Observed and predicted best fit yields in the high-
est sensitivity bins of the analysis. These correspond to the
ω(BDT2) > 0.98 region of the ITA. The signal is shown for the
unconstrained B+ → K+εε̄ SM (left) and the WET (right)
predictions. The predicted background yields are shown in-
dividually for the neutral and charged B-meson decays, and
the summed five continuum categories. Pulls are shown in
the lower panels.

quently translate to linear priors for the Wilson coe!-
cients,

p (εi) ↔
{
εi εi ↗ 30

0 εi > 30
. (B2)

These priors favor larger values for the Wilson coe!-
cients.

The resulting credible intervals for both cases are
shown in Table IV. The vector Wilson coe!cient pos-
terior mode and credible intervals are found to be the
most robust to prior choices. The largest changes are
found for the scalar Wilson coe!cients, which the anal-
ysis is the least sensitive to, due to low e!ciency at high
q2. This is also expected from the posterior distribution
in Fig. 3.

Appendix C: Belle II HEPData reinterpretation

inventory

To enable reinterpretation under any NP model with
the model-agnostic likelihood [1], the necessary informa-
tion from Belle II will be published on HEPData [33].
The release will include the following components:

• The SM B+ → K+ωω̄ di”erential branching frac-
tion as a function of q2;

• SM vs. WET (V+T, preferred over SM) 
•  for WET vs. (Bkgd. only)3.3σ

Belle II paper (arXiv:2507.12393) 

• Provide likelihood and joint 
number density for 

• Supply tools for re-interpretation

B+ → K+νν

arXiv:2507.12393 
submitted to PRD
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 Inclusive, why bother?B → Xsνν̄

40

Things to note
• Inclusive measurement for  (= hadronic system 

with ) final states

• sensitive to different aspects of SM & NP 
e.g. not dependent on hadronic FF

• not very well-measured
only by ALEPH (BF < 6.4x10-4 @ 90% CL)
no separate measurement for ‘B mesons’
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Figure 2. The allowed parameter space for the Wilson coefficients under the assumption that the
Belle-II results for 5 ab−1 (light shaded regions) and for 50 ab−1 (dark shaded regions, dashed lines)
for several b → sνν observables will confirm the SM predictions. In the shown cases, interference
with the SM occurs. We use the sensitivities referenced in [3] and assume an experimental uncer-
tainty of 50% (dotted lines) and 20% (dashed lines) for the inclusive decay B → Xsνν, respectively.
The solid dark purple and green lines reflect the current experimental bounds, see table 1. For the
neutrino flavor indices, α ∈ (1, 2, 3), while γ and δ are arbitrary.

– 14 –

from Felkl, T., Li, S.L. & Schmidt, M.A. “A tale of invisibility: 
constraints on new physics in b → sνν”. J. High Energ. 
Phys. 2021, 118 (2021)



 Inclusive, how-toB → Xsνν̄
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𝐵 → 𝑋𝑠𝜈 ҧ𝜈

22

● 365 𝑓𝑏−1 on-resonance data is used for this analysis

● Hadronic tagging method is used

● 30 decay modes are reconstructed for the sum of exclusive method

𝑒− 𝑒+
Υ(4𝑆)

𝐵𝑠𝑖𝑔

𝑋𝑠

ҧ𝜈

𝜈

𝐵𝑡𝑎𝑔

tag side

reconstructed
signal side

 It covers ~93% of entire 𝑋𝑠𝜈 ҧ𝜈 decay based on Monte Carlo sample, 
with assuming 𝐾0 equally decays into 𝐾𝑆

0 or 𝐾𝐿
0 

Main features of analysis
• Hadronic B-tagging via FEI 
• Inclusive measurement of  final states

by using “sum of exclusive” method
Xs

The summed modes cover ~93% of the entire  decays, 

estimated from MC (assume  is half of )

Xsνν̄
K0

S K0



 Inclusive, ResultsB → Xsνν̄
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Procedure after  reconstruction
• use BDT for background suppression

✓ 68% efficiency & 97% rejection 

• validation & correction using control 
samples
✓ off-resonance data 
✓ BDT side-band 
✓  

signal extraction 
• 2D binned max. likelihood fit to 

Xs

B → XsJ/ψ

(Mreco
Xs

, BDT output)

𝐵 → 𝑋𝑠𝜈 ҧ𝜈

23

● For the background suppression, BDT is used as the multivariate analysis technique
 Most powerful variable: the sum of remaining energy in ECL

● The signal region is defined in (BDT output) × 𝑀𝑋𝑠  plane
 This 2 dimensional region is mapped into 1 dimensional value

● Several samples are used to obtain corrections and 
systematic uncertainties

 To correct 𝑒+𝑒− → 𝑞 ത𝑞 (𝑞 = 𝑢, 𝑑, 𝑠 or 𝑐) background, off-resonance 
sample is used

 BDT efficiency and its uncertainty is estimated from 𝐵 → 𝑋𝑠𝐽/𝜓 
decay

 Systematic uncertainty for the normalization of backgrounds is 
estimated from sideband



 Inclusive, ResultsB → Xsνν̄
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No excess ➔ set upper limits (90% CL, by CLs method)

•
•
•

•  (all  region)

ℬ(B → Xsνν̄) < 2.5 × 10−5 ( MXs
< 0.6)

ℬ(B → Xsνν̄) < 1.0 × 10−4 (0.6 < MXs
< 1.0)

ℬ(B → Xsνν̄) < 3.5 × 10−4 (1.0 < MXs
)

ℬ(B → Xsνν̄) < 3.6 × 10−4 MXs

The most stringent limit 
for inclusive   
(the first for B-meson)

B → Xsνν̄

𝐵 → 𝑋𝑠𝜈 ҧ𝜈

23

● For the background suppression, BDT is used as the multivariate analysis technique
 Most powerful variable: the sum of remaining energy in ECL

● The signal region is defined in (BDT output) × 𝑀𝑋𝑠  plane
 This 2 dimensional region is mapped into 1 dimensional value

● Several samples are used to obtain corrections and 
systematic uncertainties

 To correct 𝑒+𝑒− → 𝑞 ത𝑞 (𝑞 = 𝑢, 𝑑, 𝑠 or 𝑐) background, off-resonance 
sample is used

 BDT efficiency and its uncertainty is estimated from 𝐵 → 𝑋𝑠𝐽/𝜓 
decay

 Systematic uncertainty for the normalization of backgrounds is 
estimated from sideband
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D0 → νν̄



Intro. to invisibles decaysD0 →
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In the SM
• helicity suppression
• very small BF , i.e. way beyond Belle II
• sensitive to New Physics

Sensitive to DM 
•  final state is invisible

 final states consisting of DM particles can appear 
as signals 

∼ 10−30

νν̄
∴



invisibles analysis toolD0 →
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Signal side  
(recoil against Tag)

D0

“Charm Tagger”
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Tag reconstruction channels

Fragmentation channels for each Tag

See p.43, for color code



Setting up Charm-tagger 
Tag-side charm reconstruction ➔ use 56 channels  
• Train BDT for each channel, separately

Fragment reconstruction ➔ use 24 channels  
• to conserve strangeness, baryon number and charge of the event 

• select one best candidate with highest probability from mass-constrained fit on signal 
D* recoil mass 

Reconstruct signal D0 with reconstructing  and calculating 
between this  and signal   
• choose one best candidate based on largest opening angle between D and tag-side 

charm in cm frame 

πs Δpμ

πs D*

49



Reconstructed  from charm-taggerD0

50

from Belle II generic MC sample

The analysis going on in steady pace; we hope to have results by next summer.



invisibles, existing result (Belle, 2017)D0 →

51

based on very similar (this is the original) procedure with the on-going Belle II analysis



Closing remarks 
Although Belle II (and Belle) is conceived and constructed for studies of 
CP violation and heavy-flavor physics, it also provides an excellent probe 
for dark sector physics in mass scales of  range.𝒪(1 ∼ 10 GeV)

52

In this talk, we showed recent dark 
sector search results from Belle II and 
Belle.

Belle II Run 2 will resume in this year 
(currently in a short break) with a goal 
of collecting several  data in the 
next few years.  Please stay tuned!

ab−1



Thank you!
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Appendix
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2 x mB = 10.56 GeV
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Non-leptonic hadron decays at e+e– colliders

• Coherent production of meson-antimeson 
pairs with kinematics constrained by 
precisely known collision energy 

• Simple and clean event topologies: 
hadronic events have typically O(10) 
particles 

• Asymmetric-energy colliders: boosted 
production for time-dependent 
measurements 

• Hermetic detectors: excellent (and 
kinematically unbiased) efficiencies for all 
final states, including neutral hadrons 
such as π0, η, KS0, KL0, n

5

B-Factory basics 

• Asymmetric collider 
Boost of center-of-mass 

• Excellent vertexing 
performance ( ) 

• coherent  pairs 
production 

• Excellent flavour tagging 
performance

⇒

σ ∼ 15 μm
BB

6

Expected Mbc ≃ mBExpected ΔE ≃ 0

ΔE = E*B − s /2 Mbc = ( s /2)2 − ⃗p*2
B

•   
constrained kinematics 

• Hermetic detector  complete event 
reconstruction

s = m(Υ(4S)) = 10.58 GeV ≃ 2mB ⇒

⇒

 
measurement of 

 for time 
dependent CP 
violation (TDCPV) 

Δt

9
Invariant  mass with  energy 

replaced by half of the collision energy.
B B Difference between expected and 

observed B energy

Signal 
Continuum 

 backgroundBB̄

B factory analysis 101 

SignalContinuum 

Point-like particles colliding at BBbar threshold: low background and 
knowledge of initial state offers stringent kinematic constraints.  

Extract signal using

kinematics event shape
Event topology

KinematicsKey variables of B decays



Belle II Physics Mind-map
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enhancement in the range 1–2 GeV=c2 originates from the
process eþe− → μþμ−γ with a near-beam-energy photon,
followed by conversion of the photon into electron-positron
pairs in detector material. These events are almost entirely
removed by the final background suppression. Other visible
features include the unsimulated contributions from the ρ,
J=ψ , and ϒð1SÞ resonances.

D. Final background suppression

The final selection relies on a few distinctive features that
allow the discrimination of signal from background: signal
events include a μþμ− resonance, which can be seen both in
the candidate muon pair and in the mass of the system
recoiling against the two recoil muons; the signal is
emitted through FSR from a muon (Fig. 1), while the
dominant four-muon background proceeds through double-
photon-conversion process (Fig. 2, left); and the double-
photon-conversion process has a distinctive momentum

distribution. In the following, some of the relevant variables
sensitive to these three classes of features are discussed:
they are based both on the μþμ− candidate, where we
search for signal, and on the recoil muons. For illustration,
we show the case for a Z0 signal with mZ0 ¼ 3 GeV=c2 and
for background, both with reconstructed candidate dimuon
masses 2.75 < MðμμÞ < 3.25 GeV=c2. The background in
this mass region is dominated by the eþe− → μþμ−μþμ−

process, see Fig. 3.
Magnitudes of the two candidate muon momenta, pμþ

and pμ− , and their correlations are sensitive to the presence
of a resonance (Fig. 4). Signal events cluster preferentially
in the central part of the distribution, while background
predominantly populates the extremes. A similar effect
occurs for the momenta of the two recoil muons, prec

μþ and
prec
μ− (Fig. 5), which provide instrumentally uncorrelated

access to the same information, though with a different
resolution. The cosine of the helicity angle of the candidate-
muon pair cosϕhel, defined as the angle between the
momentum direction of the c.m. frame and the μ− in the
candidate-muon-pair frame, has a uniform distribution for a
scalar or an unpolarized massive vector decaying to two
fermions, but not for the background processes (Fig. 6).
The slight departure from uniformity in the signal case is
due to momentum resolution, which smears the determi-
nation of the boost to the muon-pair frame.
The double-photon-conversion process (Fig. 2, left)

accounts for 80% of the four-muon background cross
section. It also includes the case of off-shell photon
emission (and subsequent dimuon production) from one
of the initial-state electrons, ISR double-photon conversion,
which contributes mainly in the low mass region. The
annihilation process (Fig. 2, right) is very similar to the
signal process and constitutes an nearly irreducible back-
ground: it accounts for 20% of the cross section for
MðμμÞ < 1 GeV=c2 and for 10% above. Transverse pro-
jections of the candidate-muon-pair momentum pμμ on the
direction of the recoil muon with minimum momentum,

FIG. 3. Dimuon invariant-mass distribution in data and simu-
lation for candidates passing all selections but the final background
suppression. Contributions from the various simulated processes
are stacked. The subpanel shows the data-to-simulation ratio.

FIG. 4. Candidate-μþ momentum versus candidate-μ− momentum for simulated signal (left) with mZ0 ¼ 3 GeV=c2 and simulated
background (right), for dimuon masses 2.75 < MðμμÞ < 3.25 GeV=c2.
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 MLP variablesX → μ+μ−

Neural net (NN) for optimization

• 16 inputs, one output  

• 5 separate NNs in  intervals: (0.21= , 1.00, 3.75, 6.25, 8.25, 10.00) GeV 

trained with  signal (and generic background) MC samples 

• Most discriminating variable is  (see Fig.), followed by correlation of  & 

M(μμ) 2mμ

Z′￼

pμμ pμ+ pμ−
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•  = strength of dark-sector U(1) gauge interaction 

•  = mixing parameter between  and  

•  = mixing angle between SM higgs  and dark higgs 

αD

ε γ A′￼

θ h h′￼

Parameters of dark sector with inelastic DM
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ωD = 0.1

ε = 1.5→ 10→3

m(ϑ1) = 2.5 GeV

m(A↑) = 3m(ϑ1)

!m = 0.4m(ϑ1)

sin ϖ = 2.6→ 10→4

a typical choice (p.18)



Closure test (ITA)
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     Slavomira Stefkova, slavomira.stefkova@kit.edu                                                                                                                   CKM 202315

Closure test:  (ITA)!(B+ → π+K0)
Measure a branching fraction for a known rare decay mode  to validate the background 
estimation using nominal analysis, but with:

Pion ID instead of kaon ID
Different   bin boundaries
Only on-resonance data used for fit
Only normalization systematics included

Result:

B+ → π+K0

q2
rec

ℬ(B+ → π+K0) = (2.5 ± 0.5) × 10−5

Measured values consistent with PDG value 
 !(B+ → π+K0) = (2.3 ± 0.08) × 10−5
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Closure test:  (ITA)!(B+ → π+K0)
Measure a branching fraction for a known rare decay mode  to validate the background 
estimation using nominal analysis, but with:

Pion ID instead of kaon ID
Different   bin boundaries
Only on-resonance data used for fit
Only normalization systematics included

Result:

B+ → π+K0

q2
rec

ℬ(B+ → π+K0) = (2.5 ± 0.5) × 10−5

Measured values consistent with PDG value 
 !(B+ → π+K0) = (2.3 ± 0.08) × 10−5

Consistent with PDG:
ℬ(B+ → π+K0) = (2.3 ± 0.08) × 10−5

η(BDT2) > 0.92
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→
K

+
νν̄

arXiv:2311.14647 
PRD accepted

Assume B is at rest in the  rest-frame ( )Υ(4S) c = 1
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 result (ITA)B+ → K+νν

ℬ(B+ → K+νν̄)ITA = (2.7 ± 0.5 ± 0.5) × 10−5
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η(BDT2) > 0.98

 post-fit distributions (ITA)B+ → K+νν
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